Confidence Bands for Survivor Function of Two Parameters Exponential Distribution under Double Type-II Censoring with Bootstrap Percentile
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ABSTRACT
This paper describes existing methods and develops new methods for constructing confidence bands for survivor function of two parameters exponential distribution under double type-II censoring. Our results are built on extensions of previous work by [11] and Balakrishnan [1]. They use maximum likelihood estimator to construct interval estimation under double type-II censoring. The confidence bands are developed for survivor function using the confidence region about survivor function. We will use another method, known as the bootstrap percentile from [4]. This method gives shorter confidence bands compared to the traditional method.
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1. Introduction
The survivor function or reliability function is a property of any random variable that maps a set of events, usually associated with mortality or failure of some system, onto time. It captures the probability that the system will survive beyond a specified time. The term reliability function is common in engineering while the term survivor function is used in a broader range of applications, including human mortality.

The exponential distribution is often proposed as a model in life testing and reliability because of its simplicity and the ease with which estimates can be calculated. [2] deals with inference procedures for the one-parameter exponential model. Inference for the two-parameter exponential model has been studied by [9], [10], [12] and many others, based on complete samples and type-II censored data.

In reliability studies, due to time limitations and/or other restrictions on data collection, several lifetimes of units put on test may not be observed. In addition, sometimes the lowest and/or highest few observations in a sample could be due to some negligence or some other extraordinary reasons. In such cases, it is convenient to remove those outlying observations. Type-II censored samples are considered here, whereby, in an ordered sample of size n, a known number of observations is missing at either end (single censoring) or both ends (double censoring). Doubly censored samples have been considered, by authors, like [1] and [11]. They used maximum likelihood estimator to construct interval estimation for survivor function of two parameters exponential distribution under double type-II censoring. Using the intervals estimation for survivor functions at every lifetime develops confidence bands for survivor function. This band allows us to see the region in which the survivor function lies.

Bootstrap method is a computer-based method for assigning measures of accuracy to statistical estimates, especially to calculate the confidence interval. The aim of using bootstrap method is to gain the best estimation from minimal data [5], [6] used bootstrap method to construct interval estimation for two parameters exponential distribution under double type-II censoring. In [7] bootstrap method was utilised to construct the interval estimation for survivor function for two parameters exponential distribution under double type-II censoring. In this paper the focus is to make comparison of the confidence bands for survivor function obtained by the conventional method and bootstrap percentile method.
2. Methodology and Theory

An example of real data is analysed to illustrate the procedure. The data is an air quality data extracted from the Malaysian Data Report 2000 obtained from the Department of Environment, Ministry of Science, Technology and Environment. The confidence band for the survivor function was first constructed by the traditional approach. From the bootstrap's repeated samples, the convergence condition is determined. This will be followed by developing the confidence band for the survivor function. The S-Plus software was used in the development of the programme.

The actual survival time of an individual, \( t \), can be regarded as the value of a variable \( T \), which can take any non-negative value. The survivor function, \( S(t) \), is defined to be the probability that the survival time is greater than or equal to \( t \), and so:

\[
S(t) = P(T \geq t) = 1 - F(t).
\]  

The survivor function can therefore be used to represent the probability that an individual survives from the time origin to sometime beyond \( t \) [3].

The essential element in lifetime data analysis is the presence of a nonnegative response, \( t \), with appreciable dispersion and often with censoring. Due to sampling methods or the occurrence of some competing risk of removal from the study, several lifetimes of individuals may be censored. By censored data we mean that, in a potential sample of size \( n \), a known number of observations is missing at either end (single censoring) or both ends (double censoring). The type of censoring just described is often called type-II censoring [8].

Suppose some initial observations are censored in addition to some final observations being censored. Out of the \( n \) components put to test, suppose the experimenter fails to observe the first \( r \) and the last \( s \), observations are then said to be double type II censoring.

\[
t_{r+1:n} \leq t_{r+2:n} \leq \ldots \leq t_{n-s:n}.
\]  

Two Parameters Exponential Distribution

The two parameters exponential distribution has probability density function [10]:

\[
f(t; \mu, \theta) = \frac{1}{\theta} \exp \left( -\frac{t - \mu}{\theta} \right) ; t \geq \mu, \ \mu \geq 0, \ \theta > 0. \]  

Here \( \mu \) is the warranty time and \( \theta \) is the residual mean life. Once again, it is simple exercise to derive the maximum likelihood estimation of the \( \theta \) as [1]:

\[
\hat{\mu} = t_{r+1:n} + \hat{\theta} \ln \left( \frac{n-r}{n} \right), \]

\[
\hat{\theta} = \frac{\sum_{i=r+1}^{n-s} t_{i:n} + s t_{n-s:n} - (n-r) t_{r+1:n}}{n - s - r}. \]

The following quantities are independent, with exact sampling distributions:

\[
\frac{2n(t_{r+1:n} - \mu)}{\theta} \sim \chi^2_2 \quad \text{and} \quad \frac{2(n-s-r)\hat{\theta}}{\theta} \sim \chi^2_{2(n-s-r)-2},
\]

where \( \chi^2_{2(n-s-r)-2} \) is the chi-squared distribution with \( 2(n-s-r)-2 \) degrees of freedom. It follows that the ratio of these quantities divided by the ratio of their degrees of freedom is a \( F \) variable:

\[
\frac{2n(t_{i:n} - \mu)}{2\theta} / \frac{2(n-s-r)\hat{\theta}}{\theta} \sim F_{2,2(n-s-r)-2}(n-s-r-1)(t_{i:n} - \mu), \]

\[
with \ (2,2(n-s-r)-2) \ 	ext{degrees of freedom}.
\]
A two-sided, equal-tail, \((1 - \alpha)\) level confidence interval on \(\mu\) is constructed from the probability statement:

\[
\Pr \left( F_{2, 2(n-s-r)-2; \alpha/2} \left[ \frac{n(n-s-r-1) \{t_{1, n} - \mu\}}{(n-s-r) \hat{\theta}} \right] \leq F_{2, 2(n-s-r)-2; 1-\alpha/2} \right) = 1 - \alpha. \tag{8}
\]

The \((1 - \alpha)\) confidence intervals for \(\mu\) is:

\[
\left[ \hat{\mu} - \frac{(n-s-r) \hat{\theta} F_{2, 2(n-s-r)-2; 1-\alpha/2}}{n (n-s-r-1)} \right] = \min \mu \leq \left[ \hat{\mu} - \frac{(n-s-r) \hat{\theta} F_{2, 2(n-s-r)-2; \alpha/2}}{n (n-s-r-1)} \right] = \max \mu. \tag{9}
\]

A confidence interval on \(\theta\) similarly constructed from the probability statement:

\[
\Pr \left( \chi^2_{2(n-s-r)-2; \alpha/2} \leq \frac{2(n-s-r) \hat{\theta}}{\theta} \leq \chi^2_{2(n-s-r)-2; 1-\alpha/2} \right) = 1 - \alpha. \tag{10}
\]

The \((1 - \alpha)\) confidence intervals for \(\theta\) is:

\[
\frac{2(n-s-r) \hat{\theta}}{\chi^2_{2(n-s-r)-2; \alpha/2}} = \min \theta \leq \hat{\theta} \leq \frac{2(n-s-r) \hat{\theta}}{\chi^2_{2(n-s-r)-2; 1-\alpha/2}} = \max \theta. \tag{11}
\]

Survivor function on two parameters exponential distribution is:

\[
S(t) = \int_0^\infty f(t) \ dt = \int_0^\infty \frac{\exp(- (t - \mu)/\theta) \ dt}{\exp(- (t - \mu)/\theta)} = \exp(- (t - \mu)/\theta). \tag{12}
\]

The \((1 - \alpha)\) confidence for survivor function is:

\[
\exp \left( - \frac{(t - \hat{\mu}_\min)}{\theta_\min} \right) < S(t) < \exp \left( - \frac{(t - \hat{\mu}_\max)}{\theta_\max} \right). \tag{13}
\]

**Bootstrap Percentile Method**

Bootstrap method is a computer-based method for assigning measures of accuracy to statistical estimates, especially to calculate the confidence interval. Bootstrap itself comes from the phrase “pull oneself up by one’s Bootstrap” which means to stand up by one’s own feet and do with minimal resources. The minimal resource is a minimum data, data that are free from certain assumption or data with no assumption at all about the population distribution. The aim of using bootstrap method is to gain the best estimation from minimal observation. The Bootstrap’s percentile procedures for the confidence bands for survivor function on two parameters exponential distribution under double type-II censoring are as follows:

1. give an equal opportunity \(1/(n-s-r)\) to every observation of type-II censoring,
2. take \((n-s-r)\) sample with replication,
3. do step 2 until \(B\) times in order to get an “independent bootstrap replications”, \(\hat{\beta}^{*1}, \hat{\beta}^{*2}, \ldots, \hat{\beta}^{*B}\), and search for convergence condition. Calculate:

\[
S(t)^{*b} = \exp \left( - \frac{(t^{*b} - \mu^{*b})}{\theta^{*b}} \right) \quad \text{with} \quad \mu^{*b} = t^{*b}_{r+1} + \hat{\theta}^{*b} \ln \left( \frac{n-r}{n} \right) \quad \text{and} \quad \theta^{*b} = \frac{\sum_{i=r+1}^{n} t^{*b}_{i} - (n-r)t^{*b}_{r+1}}{n-s-r} \tag{14}
\]
4. define the confidence interval at the level \((1 - \alpha)\) of the bootstrap percentile for survivor function of one and two parameters exponential distribution under double type-II censoring as:

\[
\left[ S(t)^{b(\alpha/2)}, S(t)^{b(1-\alpha/2)} \right].
\]

5. confidence bands for survivor function are developed using the intervals estimation for survivor functions at every lifetime.

3. Results And Discussion

The data presented in air pollutant (special case: carbon monoxide) data report 2000 Malaysia from Department of Environment, Ministry of Science, Technology and Environment. The first 22 observations in a random sample of 28 lifetimes from carbon monoxide (ppm/part per million) on 1st December 2000 are as follow:

\[
0.6075, 0.6150, 0.7029, 0.7350, 0.7871, 0.8650, 0.8925, 0.8938, 0.9429, 0.9543, 0.9629, 1.0186, 1.0500, 1.0514, 1.0625, 1.2171, 2.3050, 2.8038, 2.9275, - , - , - .
\]

These data are of double type-II censoring. Using Lilliefors test, the data are exponentially distributed. As an illustration we will use these data to construct confidence bands for the survivor function.

Based on the two parameters exponential distribution under double type-II, the intervals estimation for survivor functions at every lifetime, are tabulated in Table 1.

Connecting the intervals estimation of every lifetime develops confidence bands for survivor function with traditional method and bootstrap percentile method.

Comparison of Confidence Bands

Figure 1 and 2 give the confidence bands for survivor function on two parameters exponential distribution under double type-II censoring using the traditional method and the bootstrap percentile method.

![Figure 1. 99% Confidence bands for survivor function](image1)

![Figure 1. 95% Confidence bands for survivor function](image2)
From these figures 1 and 2 with 99% and 95% respectively, the width of the confidence regions for the survivor function with bootstrap percentile are narrower compared to the traditional method.

Table 1. The floor (F) and ceiling (C) for survivor functions to every lifetime at the level of 99% and 95 % with traditional method and bootstrap percentile method

<table>
<thead>
<tr>
<th>Lifetime</th>
<th>Traditional method</th>
<th>Bootstrap percentile method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>99%</td>
<td>95%</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>C</td>
</tr>
<tr>
<td>0.1100</td>
<td>0.58631</td>
<td>0.94449</td>
</tr>
<tr>
<td>0.4950</td>
<td>0.37331</td>
<td>0.81770</td>
</tr>
<tr>
<td>0.5338</td>
<td>0.35671</td>
<td>0.80591</td>
</tr>
<tr>
<td>0.6075</td>
<td>0.32718</td>
<td>0.78398</td>
</tr>
<tr>
<td>0.6150</td>
<td>0.32431</td>
<td>0.78178</td>
</tr>
<tr>
<td>0.7029</td>
<td>0.29255</td>
<td>0.75647</td>
</tr>
<tr>
<td>0.7350</td>
<td>0.28174</td>
<td>0.74743</td>
</tr>
<tr>
<td>0.7871</td>
<td>0.26505</td>
<td>0.73300</td>
</tr>
<tr>
<td>0.8650</td>
<td>0.24191</td>
<td>0.71193</td>
</tr>
<tr>
<td>0.8925</td>
<td>0.23423</td>
<td>0.70464</td>
</tr>
<tr>
<td>0.8938</td>
<td>0.23388</td>
<td>0.70429</td>
</tr>
<tr>
<td>0.9429</td>
<td>0.22079</td>
<td>0.69146</td>
</tr>
<tr>
<td>0.9543</td>
<td>0.21786</td>
<td>0.68852</td>
</tr>
<tr>
<td>0.9629</td>
<td>0.21567</td>
<td>0.68631</td>
</tr>
<tr>
<td>1.0186</td>
<td>0.20204</td>
<td>0.67214</td>
</tr>
<tr>
<td>1.0500</td>
<td>0.19473</td>
<td>0.66429</td>
</tr>
<tr>
<td>1.0514</td>
<td>0.19442</td>
<td>0.66394</td>
</tr>
<tr>
<td>1.0625</td>
<td>0.19190</td>
<td>0.66119</td>
</tr>
<tr>
<td>1.2171</td>
<td>0.16008</td>
<td>0.62400</td>
</tr>
<tr>
<td>2.3050</td>
<td>0.04470</td>
<td>0.41524</td>
</tr>
<tr>
<td>2.8038</td>
<td>0.02491</td>
<td>0.34451</td>
</tr>
<tr>
<td>2.9275</td>
<td>0.02155</td>
<td>0.32891</td>
</tr>
</tbody>
</table>

4. Conclusion

Using the intervals estimation for survivor functions at every lifetime develops the confidence bands for survivor function. Bootstrap percentile method proved to be more potential in constructing confidence bands for survivor function on two parameters exponential distribution under double type-II censoring than the traditional method. Therefore, bootstrap method can be used as an alternative method in constructing confidence bands.
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